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As our global population ages, movement disorders 
like Parkinson’s disease present growing challenges 
for healthcare systems. Traditional assessment 
methods rely on subjective clinical ratings during 
brief clinic visits and often fail to capture the full 
picture of a patient’s condition. Professor Martin 
McKeown and his colleagues are pioneering 
innovative artificial intelligence approaches which 
use ordinary video recordings to objectively 
monitor movement disorders. These cutting-
edge technologies promise to transform care for 
millions of patients by enabling remote, continuous 
assessment of symptoms, while reducing healthcare 
costs and improving quality of life.

The Growing Challenge of Movement Disorders in 
an Ageing Population

The worldwide increase in elderly populations has created an 
unprecedented challenge for healthcare systems. As people age, 
they become increasingly vulnerable to chronic neurological 
conditions that can severely impact their mobility and quality 
of life. Particularly concerning are chronic movement disorders 
such as Parkinson’s disease (PD) and essential tremor (ET), which 
impose significant social and economic burdens globally.

PD is characterised by resting tremor, bradykinesia (slowness of 
movement), rigidity, and postural instability, and it affects up to 1% 
of people over 65 years of age. ET is the most common movement 
disorder, characterised by bilateral action and postural tremors 
that primarily affect the upper limbs.

Despite their debilitating effects, the clinical assessment of these 
conditions remains surprisingly archaic. While most medical 
disorders are monitored through objective laboratory or imaging 
tests, determining the progression of PD and ET relies largely on 
medical history and neurological examination. 

The Limitations of Traditional Assessment Methods

The traditional assessment of movement disorders faces several 
critical challenges that limit effective patient care. Professor 
McKeown, Dr Maryam Mirian, and their colleagues at the University 
of British Columbia have identified key issues with the current 
clinical approach. The gold standard for measuring severity is 
based on clinical rating scales – like the Movement Disorder 
Society’s Unified Parkinson’s Disease Rating Scale (MDS-UPDRS) for 
PD, or the Tremor Research Group Essential Tremor Rating Scale 
(TETRAS) for ET. These scales require clinicians to assign scores 

ranging from 0 (none) to 4 (severe) for various symptoms based 
on personal observation and assessment, making them inherently 
subjective and potentially inconsistent between evaluators.

Additionally, PD patients typically experience motor fluctuations 
throughout the day in response to their medication schedules. 
Professor McKeown points out that a single visit to the clinic 
captures merely a momentary snapshot of the patient’s 
condition, which may not accurately represent their overall 
disease severity. This can lead to treatment decisions based on 
incomplete information. Even among experienced neurologists, 
the premortem identification of PD stage hovers around 80%. The 
definitive assessment requires postmortem identification of Lewy 
bodies in the substantia nigra, which is not practical for guiding 
treatment during a patient’s life.

Unlocking the Advantages of AI-Powered Video 
Monitoring

To overcome these limitations, the team has been exploring 
how artificial intelligence can revolutionise the assessment of 
movement disorders. The field has seen rapid advancement, 
particularly with the development of wearable sensor 
technologies that collect real-time patient data. However, 
wearable technology has its limitations, particularly regarding 
patient compliance. Not all patients consistently wear the devices, 
leading to gaps in data collection. This has prompted researchers 
to explore alternative, less intrusive methods of assessment.

Video-based monitoring using computer vision technologies 
has emerged as a promising approach. By simply recording 
patients performing specific tasks or during everyday activities, 
these systems can analyse movement patterns without requiring 
patients to wear any devices. Professor McKeown emphasises 
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that this non-intrusive nature is particularly beneficial for elderly 
patients who may struggle with the technical aspects of wearable 
devices.

The team’s research highlights several significant advantages of 
AI-powered video monitoring for movement disorders, particularly 
for elderly patients. Remote monitoring allows patients to collect 
real-time data in their own environments without frequent 
hospital visits. This is especially valuable for elderly patients who 
have mobility issues or live in rural areas with limited access to 
specialists. The COVID-19 pandemic further underscored the 
importance of such remote assessment capabilities.

The AI models analyse data objectively, eliminating the possibility 
of inter-rater or intra-rater variability that affects traditional 
clinical assessments. This results in more consistent evaluations 
over time, allowing for more accurate tracking of disease 
progression. Clinical trials for new treatments can benefit 
enormously from these technologies. Professor McKeown explains 
that the enhanced objectivity and statistical rigour of AI-assisted 
monitoring systems facilitate more accurate assessments of 
treatment efficacy, potentially accelerating the development 
of new therapies. Doctors can track fluctuating symptoms 
throughout the day since data can be collected continuously 
rather than only during clinic visits. This provides a more 
comprehensive picture of the patient’s condition, enabling more 
personalised treatment plans.

The system reduces the burden on medical staff by automating 
data collection and analysis, allowing healthcare providers to 
focus more on direct patient care and complex medical tasks. 
Meanwhile, patients can undergo monitoring from the comfort 
of their homes, reducing travel-related stress and expenses. 
For elderly patients, in particular, video-based monitoring offers 
advantages over sensor-based approaches. 

This does not require wearing devices, allowing for purely passive, 
non-intrusive monitoring of daily activities.

Video-Based Assessment of Movement Disorders

The research team are at the forefront of developing and 
evaluating video-based methods for assessing movement 
disorders. They examined ten recordings that used markerless 
consumer-level videos with AI models for PD assessments. These 
experiments typically follow a three-step process: pose estimation, 
kinetic feature extraction, and classification.

In the first step, pose estimation, the AI identifies key body 
joints and landmarks from the video. This creates a skeletal 
representation of the person’s posture and movements. Many 
studies use open-source libraries such as OpenPose or MediaPipe 
to accomplish this task. The second step involves extracting 
meaningful kinetic features from the estimated poses. These 
features represent clinical characteristics such as amplitude, 
velocity, and decremental responses during repeated movements, 
which are key indicators of movement disorders. Finally, the 
classification step uses machine learning algorithms to analyse 
these features and predict the severity of the condition or 
distinguish between healthy individuals and those with movement 
disorders.

The team notes that this approach differs from the ‘black-box’ AI 
models commonly used in some medical imaging applications. 
Instead of directly predicting a diagnosis from raw images, these 
systems extract specific movement features that align with what 
clinicians look for during assessments. This makes the results 
more interpretable and clinically relevant. For example, when 
assessing Parkinsonian gait, the system analyses features such 

as stride amplitude, stride speed, height of foot lift, heel strike 
during walking, turning, and arm swing. For tremor, it examines 
amplitude, frequency, and duration. For bradykinesia, it looks at 
amplitude, velocity, and decrement during repeated movements 
and hesitations.

Innovative Research Approaches

Indeed, a particularly innovative aspect of the team’s research 
is the development of weakly supervised learning methods for 
analysing PD videos, such as gait. Traditional fully-supervised 
learning approaches require many hand-labelled examples, which 
can be time-consuming and expensive to produce, especially in 
medical applications where expert annotation is needed.

The team has developed a novel approach that does not 
require extensive clinician-annotated training data. Instead, 
their method uses domain-specific knowledge obtained from 
neurologists to define labelling functions that identify key 
movement characteristics. Their system uses several labelling 
functions to classify patients’ gait based on features such as 
arm swing symmetry, step length, foot clearance, hip and knee 
flexion, trunk rotation, step width, and cadence. These labelling 
functions generate ‘noisy’ labels that are then refined using a 
generative model to learn the accuracy of each function. The 
researchers demonstrated that this weakly-supervised approach 
could achieve an accuracy of 89% in labelling PD from gait videos 
without requiring any clinical labels for training. This marks a 
significant improvement over previous methods, which typically 
required extensive labelled data. 

Another important contribution involves the analysis of hand 
movements in PD patients. Professor McKeown developed PA-Tran, 
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a novel deep learning framework for 3D hand pose estimation 
from a single RGB image using partial annotation. The system 
consists of two interconnected branches: a classification branch 
that predicts whether each keypoint is visible, and a regression 
branch that estimates the 3D coordinates of the keypoints. 
The team found that PA-Tran outperformed existing methods, 
achieving more accurate hand pose estimation even with partially 
visible hands.

Towards Home-Based Monitoring

Looking to the future, the researchers envision a progression 
towards discreet, home-based evaluations of movement 
disorders during routine daily activities. Rather than requiring 
patients to perform specific tasks, future systems will automatically 
modularise movement patterns and assess impairment in each 
movement as patients go about their everyday lives.

However, several steps are needed to realise this vision. First, 
data must be acquired in unrefined, free-living conditions 
capturing complex movements of daily activities. Second, these 
complex movements need to be automatically classified into 
specific modules (such as walking, eating, and dressing), and the 
degree of impairment for each action should be automatically 
measured. Third, this assessment should strongly correlate with 
how individuals actually feel about their impairments. Most 
importantly, all these advances must occur within secure ethical 
and regulatory boundaries, with careful attention to data security, 
privacy protection, and adherence to evolving standards.

Challenges and Potential Pitfalls

Despite the promising potential of video-based monitoring, 
Professor McKeown and his colleagues have identified several 
challenges that must be addressed for successful implementation. 
Video quality can significantly affect the performance of AI 
models. Factors such as resolution, lighting conditions, camera 
angles, motion blur, and network glitches can all impact the 
accuracy of the analysis. The team demonstrated this in a study 
where they simultaneously recorded finger-tapping movements 
under various resolution and network environments using Zoom. 
They found that remote video recordings varied considerably 
in quality, leading to significant errors in automated movement 
analysis. Another issue is that the model’s performance is highly 
dependent on the quality of the training data. Since there is high 
inter-rater variability from clinical assessments, it can be difficult 
to determine the “ground truth” labels to accurately train the AI 
models. The team’s approach to mitigating this is the use of weak 
supervision.

Privacy protection is a primary ethical concern with video-based 
monitoring. Video recordings capture identifiable information, 
including face, voice, and surroundings. A possible solution 
could be implementing automated camera-end preprocessing 
to extract only key body information while discarding other 
potentially identifying details. Interestingly, the team found that 
elderly PD patients were surprisingly positive about continuous 
home-based video recording, provided their privacy was secured, 
and they could turn off the camera at their discretion. This 
suggests that patients recognise the potential benefits of this 
technology despite privacy concerns.

Transforming Care for Movement Disorder 
Patients

The innovative work of Professor McKeown, Dr Mirian, and their 
colleagues represents a significant step forward in how we assess 
and monitor movement disorders. It highlights the technical 
possibilities of AI-based video monitoring and the importance 
of developing these tools with a deep understanding of clinical 
needs and patient perspectives. The path forward involves 
continued refining of these technologies, careful attention to 
ethical considerations, and close collaboration between technical 
experts and healthcare providers. As these systems mature and 
become more integrated into clinical practice, they have the 
potential to significantly improve the quality of life for millions of 
people living with movement disorders worldwide.
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